6.0.1.1 Chapter 6: Network Layer
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6.0.1.2 Class Activity - The Road Less Traveled...
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The Network Layer uses four basic processes...

- Addressing end devices
- Encapsulation

- Routing

- De-encapsulation




6.1.1.1 The Network Layer

The Exchange of Data
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Metwork layer protocols forward transport layer PDUs between hosts.

The network layer, or OSI Layer
3, provides services to allow
end devices to exchange data
across the network. To
accomplish this end-to-end
transport, the network layer
uses four basic processes:

Addressing end devices -
Encapsulation

Routing

. De-encapsulation
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6.1.1.2 Network Layer Protocols

Network Layer Protocols
There are several network

layer protocols in existence.
However, only the following
two are commonly
implemented:

Application

[ Sessmj *Internet Protocol version 4
“ - Internet Protocol version 4 (IPv4) (IPV4)

Internet Protocol version 6 (IPv6) °Internet Protocol version 6

ETT ipve

Data Link

2
‘ 1 Physical



6.1.2.1 Encapsulating IP

Network Layer PDU = IP Packet

IP encapsulates the
transport layer segment
by adding an IP header.
e This header is used to
deliver the packet to the

Transport Layer Encapsulation Segment Header Data

destination host. The IP
header remains in place
. IP Header Data .
Network Layer Encapsulation from the t|me the
Network Layer PDU packet leaves the source
P— host until it arrives at

the destination host.

The network layer adds a header so packets can be routed through complex networks and reach their destination. In TCP/IP
based networks, the network layer PDU is the IP Packet.



6.1.2.2 Characteristics of IP

Characteristics of the IP Protocol

IP Header

Frame Data
source IP Address Destination IP Address

Connectionless

Best Effort

Media Independent

IP was designed as a protocol with low overhead. It provides only the functions that are
necessary to deliver a packet from a source to a destination over an interconnected system
of networks.



6.1.2.3 IP - Connectionless

Connectionless Communication

A packet 15 sent.
The sender doesn't know: The recerver doesn't know:

If the receiver is present = When it 1z coming
If the packet arrved
If the receiver can read the packet



6.1.2.4 IP - Best Effort Delivery

Best Effort Process

Packet, >=-Pas+=ég
>Faﬁkéi\
Packets are routed through the Some packets may be lost en
networl quickly. route.

As an unreliable network layer protocol, IP does not guarantee that all sent packets will be
received. Other protocols manage the process of tracking packets and ensuring their delivery.



6.1.2.5 IP - Media Independent

Media Independent Process

Optical Fiber

Copper Serial

Copper Ethemet

C >
P Packet

IP packets can travel over different media.

Copper Ethernet

Wireless

There is, however, one major
characteristic of the media that the
network layer considers: the
maximum size of the PDU that
each medium can transport. This
characteristic is referred to as the
maximum transmission unit
(MTU). Part of the control
communication between the data
link layer and the network layer is
the establishment of a maximum
size for the packet. The data link
layer passes the MTU value up to
the network layer. The network
layer then determines how large
packets can be.



6.1.2.6 Activity - IP Characteristics

Connectionless

No contact is made with the destination
host before sending a packet.

Will send a packet even if the destination
host is not able to receive it.

Delivery Method

Best Effort
Packet delivery is not guaranteed.

Does not guarantee that the packet will be
delivered fully without errors.

Media Independent

Fiber optics cabling, satellites, and wireless
can all be used to route the same packet.

Will adjust the size of the packet sent
depending on what type of network access
will be used.



6.1.3.1 IPv4 Packet Header

Version - identifies this as an IP version 4

_ Differentiated Services (DS) - Formerly called
- _ A the Type of Service (ToS) field, the DS field is
Differentiated Services
S (DS) an 8-bit field used to determine the priority
Version tl:gg;r Total Length Of each packet.

pscP | ECN Time-to-Live (TTL) - Contains an 8-bit binary

value that is used to limit the lifetime of a

Identification Flag Fragment Offset pac ket.
- Bfrtﬂes Protocol - This 8-bit binary value indicates
Time-to-Live Protocol Header Checksum the data payload type that the paCket S
-—l_- : carrying, which enables the network layer to
o e pass the data to the appropriate upper-layer
I protocol.
Source IP Address - Contains a 32-bit binary
Destination [ Address Y value that represents the source IP address
I 1 Destination IP Address - Contains a 32-bit

binary value that represents the destination
IP address




6.1.3.2 Video Demonstration - Sample IPv4 Headers in Wireshark

Sample IPv4 Headers in Wireshark

vvvvvvv

1 0. 11t 1C SSOP 1.1

2 0.30588900 192.168.1.109 192.168.1.1 < 66 56081 > hrtp [SYN] Seqed win=8192 Len=0 MSS«1260 wS=d SACK_PI

3 0.30723400192.168.1.109 192.168.1.1 TCP 66 56082 » http [SYN] Seqed Win=8192 Lens0 MSS«1260 WSed SACK_PI

4 0.31007200192.168.1.1 192.168.1.109% r 66 hrep > 56081 [SYN, ACK] Seq=0 Ack=1 Win=5840 Len=0 MS5=1460 !

S 0.31018800192.168.1.109 192.168.1.1 TP 54 56081 » http [ACKk] Segel Ack=l wWin«66780 Len-0

6 0. 31092800 192.1658.1.1 192.168.1.109 < 66 http > S6082 [SYN, ACK] Seqe0 Ack=1 Win=5840 Len=0 MS5«1460 !

7 0.31103000192.168.1.109 192.168.1.1 TCP 54 56082 » hrtp [ACK] Seq=l Ack«=l Win=66780 Len=0
o 8 0.35044400192.168.1.109 192.168.1.1 HTTP 425 GET / WTTP/1.1 | _j;l
4 »

« Frame 2: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on intertace O
+ Ethernet II, Src: IntelcCor_45:5d:cq4 (24:77:03:45:5d:c4), Dst: Cisco-Li_a0:di:be (00:18:39:a0:d1:be)

version: 4
Header length: 20 bytes

# Differentiated Services rFleld: Ox00 (DSCP Ox00: Default; ECN: Ox00: NOT-ECT (NOT ECN-Capable Transport))
Total Length: 52
Identification: Ox31fc (12796)

% Flags: Ox02 (pon’t Fragment)

Fragment offset: 0
Time to Tive: 128
protocol: TCP (6)

4 Header checksum: 0x4509 [correct)
Ssource: 192.168.1.109 (192.168.1.109)
pestination: 192.168.1.1 (192.168.1.1)

p|ay 1 IP: Unknown

n




6.1.3.3 Activity - IPv4 Header Fields

IPv4 Header Fields

Version Differentiated Services
Always set to 0100 for IPv4 Identifies the priority of each packet

Time-to-Live Protocol

Commonly referred to as hop count ldentifies the upper-layer protocol to be used next

Source IP Address Destination IP Address
Identifies the IP address of the sending host |dentifies the IP address of the recipient host




6.1.4.1 Limitations of IPv4

1.
2.

IP address depletion -

Internet routing table expansion - A routing table is used by
routers to make best path determinations. As the number of
servers connected to the Internet increases, so too does the
number of network routes.

Lack of end-to-end connectivity - Network Address Translation
(NAT) is a technology commonly implemented within IPv4
networks. NAT provides a way for multiple devices to share a
single public IPv4 address. However, because the public IPv4
address is shared, the IPv4 address of an internal network host
is hidden. This can be problematic for technologies that
require end-to-end connectivity.



6.1.4.2 Introducing IPv6

How Many Addresses Are Available with IPv6?

Notation
1 Thousand 10*3 1,000
1 Million 10"6 1,000,000
1 Billion 1079 1,000,000,000
1 Trillion 10" 2 1,000,000,000,000
1 Quadrillion 10"15 1,000,000,000,000,000
1 Quintillion 10"18 1,000,000,000,000,000,000
1 Sextillion 10721 1,000,000,000,000,000,000,000
1 Septillion 10”24 1,000,000,000,000,000,000,000,000
1 Octillion 10727 1,000,000,000,000,000,000,000,000,000
1 Nonillion 1030 1,000,000,000,000,000,000,000,000,000,000
1 Decillion 10"33 1,000,000,000,000,000,000,000,000,000,000,000
1 Undecillion 10"36 1,000,000,000,000,000,000,000,000,000,000,000,000
Legend

l There are 4 billion IPv4 addresses

D There are 340 undecillion IPv6 addresses

Improvements that IPv6 provides
include:

Increased address space - IPv6
addresses are based on 128-bit
hierarchical addressing as
opposed to IPv4 with 32 bits.
Improved packet handling - The
IPv6 header has been simplified
with fewer fields.

Eliminates the need for NAT -
With such a large number of
public IPv6 addresses, NAT
between a private IPv4 address
and a public IPv4 is not needed



6.1.4.3 Encapsulating IPv6

IPv4 Header IPv6 Header
Yersion IHL Type of Service Total Length il Hotiball ey e
Payload Length Mext Header Hop Limit
Identification Flags Fragment Offset
Time-to-Live Protocol Header Checksum
Source IP Address

Source Address

Destination Address
Destination |IP Address

Options Padding
Legend
[: - Field names kept from IPv4 to IPvG [: - Field names kept from IPv4 to IPvE
:] - Name and position changed in IPvB :] - Name and position changed in IPv6

() - Fields not kept in IPv6 D - New field in IPvB



6.1.4.3 Encapsulating IPv6

IPv6 Advantages

IPv6 Advantages include:

= Simplified header format for efficient
packet handling

= Larger payload for increased
throughput and transport efficiency

= Hierarchical network architecture for
routing efficiency

= Autoconfiguration for addresses
= Elimination of need for networl

address translation (MAT) between
private and public addresses

REEEEEE)



6.1.4.4 IPv6 Packet Header

Version - identifies this as an IP version 6 packet.
Traffic Class - to the IPv4 Differentiated Services (DS)
=) rm) e ) field
Flow Label - packets with the same flow label receive
the same type of handling by routers.
Payload Length - indicates the length of the data
portion or payload.
Next Header - indicates the data payload type that the
Source IP Adkdress 50 packet is carrying, enabling the network layer to pass
the data to the appropriate upper-layer protocol.
Hop Limit - replaces the IPv4 TTL field. This value is
decremented by a value of 1 by each router that
forwards the packet.
Source Address - This 128-bit field identifies the IPv6
address of the sending host.
Destination Address - This 128-bit field identifies the
IPv6 address of the receiving host.

Fields in the IPv6 Packet Header

Version Traffic Class Flow Label

Payload Length Next Header Hop Limit

Destination IP Address




6.1.4.5 Video Demonstration - Sample IPv6 Headers and Wireshark

Sample IPv6 Headers in Wireshark

Demonstration Sample IPv6 Headers in Wireshark
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6.1.4.6 Activity - IPv6 Header Fields

IPv6 Header Fields

Version

Is always set to 0110

Traffic Class

Classifies packets for congestion control

Flow Label

To suggest that all packets receive the same type of handling by
IPv6 routers

Payload Length
Identifies the size of the data portion of the packet

Next Header

Identifies the application type to the upper-layer protocol

Hop Limit

When this value reaches 0, the sender is notified that the packet
was not delivered



6.2.1.1 Host Forwarding Decision

Three Types of Destinations

Itself - A host can ping itself by sending
a packet to a special IPv4 address of
127.0.0.1, which is referred to as the
loopback interface. Pinging the loopback
interface tests the TCP/IP protocol stack
on the host.

Local host - This is a host on the same
local network as the sending host. The
hosts share the same network address.
Remote host - This is a host on a remote
network. The hosts do not share the
same network address.



6.2.1.2 Default Gateway

Default Gateway Functions

205.7.5.0 net

@ A Default Gateway ...

@ * Routes traffic to other networks

= Has alocal IP address in the same
9 address range as other hosts on the

networls

Can take data in and forward data out

192.5.5.0 net 210.93.105.0 net

Router Name < Lab_A  RouterName - Lab 8  Router Name - Lab C  Router Name - Lab_D  Router Name - Lab_E

Router Type - 2514 Router Type - 2503 Router Type - 2503 Router Type - 2801 Router Type - 2501
ED = 192551 E0 =215.17.1001 ED = 223,81511 ED =210 93.105.1 E0 = 210.83,106.2
E1=206751 S0=186.6.13.1 S0 =204.20471 S51=204.204.7.2 SM = 255.265.255.0
SO = 201,100.11.9 S1=201.100.11.2 S1=199.6,13.2 SM = 255.255.255.0

SM = 255.255.255.0 8M = 266.255.255.0 SM = 255.255.255.0




6.2.1.3 Using the Default Gateway

Host Default Gateway

1286432168421

The IP address of the R1
interface is the default gateway
address for PC1 and PC2.

Local Network Route
192.168.10.0/24 Remote Networks

Direct
Connection

11000000.10101000.00001010.00000001/24



6.2.1.4 Host Routing Tables

IPv4 Routing Table for PC1 Entering the netstat -r command or the

equivalent route print command, displays
three sections related to the current TCP/IP

network connections:

192.168.10.0/24 ; ) .
. Interface List - Lists the Media Access

Control (MAC) address and assigned
Interface number of every network-capable
Interface on the host, including Ethernet,
Wi-Fi, and Bluetooth adapters.

C:h\UserashrPCl-natstat -r

<putput omitted:

IFvd Route Table

active Routes:

Metwork Destination Netmask Gateway Interface Metric
0.0.0.0 0.0.0.0 1592.168.10.1  192.168.10.10 25 '
o000 ,o0-0.0.0 168.10. Lee.10.10 - 25 . IPv4 Route Table - Lists all known IPv4
127.0.0.1 255.255.255.255 on-link 127.0.0.1 3086 : : : :
127.255.255,255 255.255.255.255 on-link 127.0.0.1 306 routes, InCIUdlng direct connections, local
192.168.10.0  255.255.255.0 on-link  192.168.10.10 281
182,168.10.10 255.255.255.255 on-link  192.168.10.10 281 network, and local default routes.
152.168.10.255 255.255.255.255 on-link  192.168.10.10 281 _
224.0.0.0 240.0.0.0 on-link 127.0.0.1 306 . |IPv6 Route Table - Lists all known IPv6
224.0.0.0 240.0.0.0 on-link  192.168.10.10 281 . _ . _
255.255.255.255 255.255.255.255 on-link 127.0.0.1 306 routes, |nC|ud|ng direct connections, local
255.255.255,255 255.255.255.255 on-link  192.168.10.10 281

<gutput omitted=

network, and local default routes.



6.2.2.1 Router Packet Forwarding Decision

The routing table of a router
Directly Connected and Remote Network Routes
» Directly-connected routes - These routes
come from the active router interfaces. Routers
Directly connected Remote networks add a directly connected route when an

network
interface is configured with an IP address and is
activated. Each of the router's interfaces is
192.168.10.0/24 10.1.1.0/24 .
connected to a different network segment.
- 209.1%.2}.224;3(1 . Remote routes - come from remote networks
‘ 596 connected to other routers. Routes to these
Directly connected networks can be manually conflggred on the
192.168.11.0/24 network 10.1.2.0/24 local router by the network administrator or
dynamically configured by enabling the local
Directly connected Remote networks router to exchange routing information with

other routers using a dynamic routing protocol.
R1 has three directly connected networks: 192.168.10.0/24,

192.168.11.0/24, and 209.165.200.224/30. R1 also has two remote .
networks that it can learn about from R2: 10.1.1.0/24 and ¢ DefaUIt route — lee a hOSt’ routers aISO use a

10.1.2.0/24. default route as a last resort if there is no other
route to the desired network in the routing table.




6.2.2.2 |IPv4 Router Routing Table

R1 IPv4 Routing Table

0 192.168.10.0/24 10.1.1.0/24

192.168.11.0/24 10.1.2.0/24

Rl{show ip route
<putput omitted=
cateway of last resort is not set

10.0.0.0/8 is variably subnetted, 2 subnets, 2 masks

C 10.1.1.0/24 [90/2170112] wia 209.165.200.226, 00:00:05,
serialososn
i8] 10.1.2.0/24 [90/2170112] wia 209.165.200.226, 00:00:05,
Zerizlo/oso
182.168.10.0/24 is variably subnetted, 2 subnets, 3 masks
© 192.168.10.0/24 is directly connected, GigabitEtherneto/o
L 192.168.10.1/32 is directly connected, GigabitEtherneto/0

152.168.11.0/24 is variably subnetted, 2 subnets, 3 masks
192.168.11.0/24 is directly connected, GigabitEthernetn/l
192.168.11.1/32 is directly connected, GigabiteEthernetn/l
209.165.200.0/24 is variably subnetted, 2 subnets, 3 masks
@ 209.165.200.224/30 is directly connected, Serialo/o/0
209.165.200.225/32 is directly comnected, Serial0/o0/0

[




6.2.2.3 Video Demonstration - Introducing the IPv4 Routing Table

IPv4 Router Routing Table

IPv4 Router Routing Table

Demonstration Introducing the IPv4 Routing Table
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6.2.2.4 Directly Connected Routing Table Entries

Understanding Local Route Entries When a router interface is

configured with an IPv4
address, a subnet mask, and is
activated, the following two
routing table entries are
automatically created:

192.168.10.0/24 10.1.1.0/24

10

C - Identifies a directly-
F connected network. Directly-

192.168.11.0/24 10.1.2.0/24
connected networks are
automatically created when
Z 192,168.10.0/24 is directly connected, GigahitEthEInEtﬂfﬂ an interface is Conﬁgured
L 182.168.10,1/32 is directly connected, GigabitEthernet0/0

with an IP address and
activated.

L - Identifies that this is a
local interface. This is the
IPv4 address of the interface
on the router.



6.2.2.5 Remote Network Routing Table Entries

Understanding Remote Route Entries

192.168.10.0/24 10.1.1.0/24
0 = = 10

192.168.11.0/24 10.1.2.0/24
[ D 10.1.1.0/24 [90/2170112] wia 209.165.200.226, 00:00:05, Serial0/0/0 ]
\—/I e e e M e ——

Foute Source

Identifies how the network was learned by the router. Common route sources
include S (static route), D (Enhanced Interior Gateway Routing Protocol or
EIGRP), and O (Open Shortest Path First or OSPF). Other route sources are

beyond the scope of this chapter.



6.2.2.5 Remote Network Routing Table Entries

[D 10.1.1.0/24 [90/2170112] via 209.165.200.226, 00:.00:05, Serial0/0/0 ] [D 100100251 [BOEIFONE] via 209.165.200.226, 00:00:05, Senal0/0/0 ]
.y Q - - T - - —_— — N— U — N— S
— S N S N

Metric

Destination Network

|dentifies the value assigned to reach the remote network. Lower values

l[dentifies the destination network. indicate preferred routes.
[ D 10.1.1.0/24  [90/2170112] wia 209.165.200.226, 00:00:05, Serial0/0/0 ] [ D 101.1.0/24 [90/2170112] via 209.165.200.226, 00:00:05, Serial0/0/0 ]
Administrative Distance Next-hop

|dentifies the IP address of the next router to forward the packet.
Identifies the administrative distance (i.e., trustworthiness) of the router source.

Lower values indicate increased trustworthiness of the route source.



6.2.2.5 Remote Network Routing Table Entries

Route Timestamp

|dentifies when the router was last heard from.

[D 10.1.1.0/24  [90/2170112] via 209.165.200.226, 00:00:05, Seral0/0/0 ]

-_— 4 Ny O N ‘x._.fx__.xU

Outgoing Interface

Identifies the exit interface to use to forward a packet toward the final

destination.



6.2.2.6 Next-Hop Address

192.168.10.0/24

192.168.11.0/24

225
S0/0/0

10.1.1.0/24
— A0

10.1.2.0/24

<output omitted=

152.168.140

= 152.168
L 192.168
152.168.11
192.168

192.168

Rl#

Rl4 show ip route

Seriald/0/40
o 10.1.2.0/24 [90/2170112] wia 209.165.200.22&, 00:00:05,
Seriald/0/40

Gateway of last rezort iz not set

10.0.0.0/8 iz variably subnetted, 2 subnets, 2 masks
L 10.1.1.0/724 [90/2170112] wvia 209.165.200.226, DD:00:05,

424 im wariably subnetted, 2 subnets, 3 masks
10,0724
LA0.1532
424 im wariably subnetted, 2 subnets, 3 masks
11,4524
.11.1532

209.165.200.0/24 i3 wariably subnetted, 2 subnets, 3 masks

i3 directly connected, GigabitEthernet(/0

iz directly connected, GigazbitEthernet(/0

iz directly connected, GigazbitEthernetl/1
iz directly connected, GigazbitEthernetl/1

C 209,165, 200.224/30 i3 directly connected, Serizl0/0F00
L 209,165, 200.225/32 i3 directly connected, Serizl0/0F00

When a packet destined for a remote
network arrives at the router, the router
matches the destination network to a route in
the routing table. If a match is found, the
router forwards the packet to the next hop
address out of the identified interface.

Refer to the sample network topology in
Figure 1. Assume that either PC1 or PC2 has
sent a packet destined for either the 10.1.1.0
or 10.1.2.0 network. When the packet arrives
on the R1 Gigabitinterface, R1 will compare
the packet’'s destination IPv4 address to
entries in its routing table. The routing table is
displayed in Figure 2. Based on the content
of its routing, R1 will forward the packet out
of its Serial 0/0/0 interface to the next hop
address 209.165.200.226.



6.2.2.7 Video Demonstration — Explaining the IPv4 Routing Table

Examine a Router IPv4 Routing Table

Explaining the IPv4 Routing Table

Demonstration Explaining the IPv4 Routing Table




6.2.2.8 Activity - Identify Elements of a Router Routing Table Entry

@ 0 C D E) F

] 192.168.1.0/24 [30/3072] via 132.188.3.1, on:06:03, GigabitEthernetd/N

1. The elapsed time since the network was discovered. O
2. The administrative distance (source) and metric to reach the remote networlk. 0

3. How the network was learned by the router. 0

4. Shows the destination networl. 0

5. The next hop IP address to reach the remote networlk. o

6. The outgoing interface on the router to reach the destination networlk. o




6.3.1.1 A Routerisa Computer

Cisco Integrated Service Routers

There are many types of infrastructure routers
available. In fact, Cisco routers are designed to
address the needs of many different types of
businesses and networks:

Branch - Teleworkers, small businesses,
and medium-size branch sites. Includes
Cisco Integrated Services Routers (ISR) G2
(2nd generation).

WAN - Large businesses, organizations,
and enterprises. Includes the Cisco Catalyst
Series Switches and the Cisco Aggregation
Services Routers (ASR).

Service Provider - Large service providers.
Includes Cisco ASR, Cisco CRS-3 Carrier
Routing System, and 7600 Series routers.




6.3.1.2 Router CPU and OS
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6.3.1.3 Router Memory

Router Memory

= / —
RAM NVRAM Flash ROM
Running 105
POST
Startup : .
Routing Table o Configuration File R el bl
Confi unn:?g Fil Packet Buffer I Ir‘fm';E:gS
ARP Table onhguration Fle (Limited 10S)
RAM

RAM uses the following applications and processes:
The 105 image and running configuration file
The routing table used to determine the best path to use to forward packets
The ARP cache used to map IPv4 addresses to MAC addresses
The Packet buffer used to tempaorarily store packets before forwarding to the destination

ROM

ROM stores the following:
Bootup information that provides the startup instructions
Power-on self-test (POST) that tests all the hardware components
Limited 105 to provide a backup version of the 105, It is used for loading a full feature 10S when it

has been deleted or corrupted.

RAM - This is volatile memory used in Cisco
routers to store applications, processes, and
data needed to be executed by the CPU.

ROM - This non-volatile memory is used to
store crucial operational instructions and a
limited 10S. Specifically, ROM is firmware
embedded on an integrated circuit inside the
router which can only be altered by Cisco.

NVRAM - This memory is used as the
permanent storage for the startup configuration
file (startup-config).

Flash - Flash memory is non-volatile computer
memory used as permanent storage for the
|OS and other system related files such as log
files, voice configuration files, HTML files,
backup configurations, and more. When a
router is rebooted, the 10S is copied from flash
into RAM.



6.3.1.4 Inside a Router
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6.3.1.5 Connect to a Router

Cisco 1941 Backplane

Auxiliary (AUX) RJ-45 port for remote management access similar to the
Console port. Now considered a legacy port as it was used to provide support
for dial-up modems.




6.3.1.6 LAN and WAN Interfaces

Management Ports and Interfaces

In-band router interfaces are the LAN (i.e. Gigabit Ethernat) and WAN (ie.,
eHWICs) interfaces configured with IP addressing to carry user traffic. Ethernet
interfaces are the most common LAN connections, while common WAN

connections include seral and D5L interfaces.

Management ports include the console and AUX ports which are used to
configure, manage, and troubleshoot the router. Unlike LAN and WAN
interfaces, management ports are not used for packet forwarding user traffic.




6.3.1.6 LAN and WAN Interfaces

Inband Router Interfaces

Serial WAN interfaces added to eHWICO and labeled Serial 0 (i.e., S0/0/0) and
Serial 1 (i.e., 30/0/1). Serial interfaces are used for connecting routers to
external WAN networks. Each serial WAN interface has its own IP address and
subnet mask, which identifies it as a member of a specific networl.

Ethernet LAN interfaces labeled GE 0/0 (i.e., G0O/0) and GE 0/1 (i.e., GO/1).
Ethernet interfaces are used for connecting to other Ethernet-enabled devices
including switches, routers, firewalls, etc. Each LAN interface has its own IPv4
address and subnet mask and/for IPvE address and prefix, which identifies itas a

member of a specific networlk.




6.3.1.7 Activity - Identify Router Components

Router Component Name Function/Description

@ WAN interface Connects routers to external networks, usually over a
large distance.

o Telnet or SSH A way to remotely access the CLI across a network
interface.

Connects computers, switches, and routers for internal

LAN interface networking.

A local port which uses USB or low-speed, serial
connections to manage network devices.

<

Console port

AUX port A port to manage routers - using telephone lines and
modems.

QS



6.3.1.8 Packet Tracer - Exploring Internetworking Devices
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6.3.2.1 Bootset Files

Files Copied to RAM During Bootup

FLASH

I0S image

¢1900-universalk9-
mz.SPA.152-4.M1.bin

Load 10S

Other system related files

NVRAM

startup-config

Load startup-config

Cisco 10S

running-config




How a Router Boots Up

6.3.2.2 Router Bootup Process

[ Flash

Y

[ TFTP Server

Cisco Internetwork
Operating System

Locate and load operating

system

Locate and load the Cisco |0S software

ROM ——— POST Perform POST
ROM —- Bootstrap Load bootstrap
Flash ——
Cisco Internetwork Locate and load operating
TETP Server Operating System system
NVRAM |
Locate and load
TFTP Server - Configuration oonﬂgu{r;a:t Lz
enter " setup mode”
Console |
ROM r—- POST Perform POST
ROM o Bootstrap Load bootstrap

Perform the POST and load the bootstrap
program

—

Locate and load the startup configuration file or

enter setup mode

-

NVRAM v
TFTP Server =
Console : o

Configuration

)

Locate and load configuration

file
or

enter " setup mode"




6.3.2.3 Video Demonstration — Router Bootup Process




6.3.2.4 Show Version Output

Eouter#show version

Cisco IOS Software, C1900 Software (Cl900-UNIVERSALES-M) ,

Version 15.2(4)M1, EELEASE SOFTHWARE (fcl)
Technical Support: http://www.cisco.com/techsupport

Copyright {(c) 1986-2012 by Cisco Systems, Inc.
Compiled Thu 26-Jul-12 19:34 by prod rel team

ROM: System Bootstrap, Version 15.0(lr)ML5,

RELEASE SOFTWARE (fcl)

Fouter uptime is 10 hours, % minutes

System returned to ROM by power—on

System image file is
"flash0:clS00-universalk9-mz.SPFA.152-4 .Ml .bin"
Last reload type: MNormal REeload

Last reload reason: powser—-on

<output omitted>

Cisco CISCO19%941/K9 (revision 1.0)
with 446464K/77824K bytes of memory.

Frocessntr board I BETYla3iqaRAd07

Show Version Output

As highlighted in the figure, the
show version command
displays information about the
version of the Cisco 10S
software currently running on the
router, the version of the
bootstrap program, and
information about the hardware
configuration, including the
amount of system memory



6.3.2.5 Video Demonstration - The show version Command

The Show Version Command

Demonstration The show version Command




6.3.2.6 Activity - The Router Boot Process

The Router Boot Process

Perform POST (hardware check)— performed by built-in ROM
chip

Load Bootstrap
(copied from ROM to RAM - locates the 10S)

Load the 10S (operating system file for the router - loaded
into RAM after Bootstrap finds the 10S
file to be used)

Load the Configuration File from FLASH (NVRAM),
a TFTP Server OR Go into Setup Mode (to create a
Configuration file)




6.3.2.7 Lab - Exploring Router Physical Characteristics

6.3.2 6.3.2.7

Chapter 6

6.3
Network Layer ’ Routers ’ Router Boot-up ’ Lab - Exploring Router Physical Characteristics




6.4.1.1 Basic Switch Configuration Steps

Switch Configuration Tasks

» Configure the device name
= hostname name

=  Secure user EXEC mode
* line console 0
=  password password

* login

Secure remote Telnet | SSH access
= linevty 015
=  password password
* login

Secure privileged EXEC mode

==
==
==
=3
==
g . » enable secret password
—
—=
=
==
==

* Secure all passwords in the config file
» service password-encryption

*  Provide legal notification
»  banner motd delimiter message
delimiter

» Configure the management SVI
* interface vian 1
» ip address jp-address subnet-mask
=  no shutdown

* Save the configuration
* copy running-config startup-config

Sample Switch Configuration

192.168.10.0/24

- 10.1.1.0/24
v = .10

1
64.100.0.1,

S0/0/0

192.168.11.0/24 10.1.2.0/24

Switch»>enable

[v]

Switcht configure terminal
Switch(config)4 hostname S1

2l (config)# enable secret class

51l (config)4 line console 0

21 (config-line) # password cisco

51 ({config-line) # login

gl (config-line)# line wty 0 15
21 (config-line) # password cisco
5l (config-line) # login

51 (config-line) # exit

—_:_

5l (config)+# sarvice password-sencryption

[«




6.4.1.2 Basic Router Configuration Steps

Limiting Device Access

Configure the device name
hostname name

Secure user EXEC mode
line console 0
password password

login

Secure remote Telnet [ SSH access
line viy 0 15
password password
login

Secure privileged EXEC mode
enable secret password

Secure all passwords in the config file
service password-encryption

Provide legal notification
banner motd delimiter message
delimiter

Save the configuration
copy running-config startup-config

Configuring Hosthame

192.168.11.0/24

Router>anable
Fouterfconfigure terminal
Enter cenfiguration
commands, one per line.
End with CNTL/E.

Eouter (config) $hostname R1
Rl (confiqg) #

OR

x__ﬂ]
... 5 10.1.1.0/24
— 0

64.100.0.1 =

10.1.2.0/24

BEouter>an

Routerf{conf t

Enter configuration
commands, one per line.
End with CNTL/Z.

Router (config) #ho R2

RZ (confiqg) #




6.4.1.2 Basic Router Configuration Steps

Securing Management Access Providing Legal Notification

10.1.1.0/24
— .10

—

-
192.168.11.0/24 10.1.2.0/24 102.168.11.0/24 10.1.2.0/24

El (config) #enable secret class -
Rl (config) # El (config) #banner motd #

Rl (config)#line console 0 Enter TEXT message. End with the character "#'.

El (config-line) $password cisco
El (config-line) $#login

FhkEdtrkErhbdrrrdrrrdtdr et rrdra b w b e bt b rrbw s

WARNING: Unauthorized access is
Rl (config-line) $exit

prohibited!
Rl (config) #
Rl (config)$#line vty 0 4 O L R e e
El (config-line) #password cisco #
Rl (config-line)#login
El (config-line) #exit El({config) #
Rl (config) # N

El (config) $service password-encryption
Rl (confiq) #




6.4.1.2 Basic Router Configuration Steps

Saving the Configuration

— e,
."-- -HI
,192.168.10.0/24 P D_ ) 10.1.1.0124
GO/0 . 64.100.0.1) '
A P

Basic Router Configuration
= Configure the Device Name
. = Secure the privileged EXEC mode
209.165.200.224/30 T = Secure remote Telnet and SSH access
Secure all passwords in the config file
Provide legal notification

N

A
. Enter the global configuration mode to configure the name of the router as 'R1'.
G0/ Router> enable

Router#

192.168.11.0/24 10.1.2.0/24

El#copy running-config startup-config
Destination filename [startup-config]?
Building configuration...

[OK]

R-_ # C . |
Reset { Show Me ] ( Show All




6.4.1.3 Packet Tracer - Configure Initial Router Settings
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6.4.2.1 Configure Router Interfaces

Router Interface Configuration Tasks

192.168.10.0/24 10.1.1.0/24
10 o — A0

@ . Gnnﬁgure the interface

interface fype-and-number
9 » description description-text
= ip address ipvd-address subnet-mask -
9 =  noshutdown 192.168.11.0/24 10.1.2.0/24

Elfeenf t -

Enter configuration commands, one per line.
End with CNTL/Z.
Rl (config)#

El (config)#interface gigabitethernet 0/0
El (config-if)#ip address 192.168.10.1 255.255.255.0

El (config-if) #description Link to LAN-10

El (config-if) #no shutdown

$LINE-5-CHANGED: Interface GigabitEthernet0/0,

changed state to up

3LINEPROTO-5-UPDOWN: Line protocol on Interface
oy O v




6.4.2.1 Configure Router Interfaces

Configure the GigabitEthernet 0/0 interface:
= Configure IPv4 address as 192.168.10.1 with the subnet mask 255.255.255.0.
= Describe the link as 'LAN-10'.

= Activate the interface.

R1# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.

Rl (config)# interface gigabitethernet 0/0
Rl (config-if)# ip address 192.168.10.1 255.255.255.0
Rl (config-if)# description LAN-10

Rl (config-if)# no shutdown
$LINK-5-CHANGED: Interface GigabitEthernet0/0, changed state to up

$LINEPROTO-5-UPDOWN: Line protocol on Interface GigabitEthernet0/0, changed state
to up
Configure the GigabitEthernet 0/1 interface:
Configure IPv4 address as 192.168.11.1 with the subnet mask 255.255.255.0.
Describe the link as 'LAN-11'
Activate the interface
Rl (config)# interface gigabitethernet 0/1
Rl (config-if)# ip address 192.168.11.1 255.255.255.0
Rl (config-if)# description LAN-11

Rl (config-if)# no shutdown
$LINK-5-CHANGED: Interface GigabitEthernet0/1, changed state to up

Reset | Show Me ( Show All




6.4.2.2 Verify Interface Configuration

192.168.10.0/24

0 192.168.10.0/24

10.1.1.0/24 10.1.1.0/24

225
S0/0/0
»
192.168.11.0/24 10.1.2.0/24 192.168.11.0/24 10.1.2.0/24
Rl#show ip interface brief e Rl#show ip route Il
Interface IP-Address OK? Method Status Codes: L - local, C - connected, 3 - static, R - RIP,
M - mobile, E - BGPE
GigabitEthernet0/0 1%2.168.10.1 YES manual up D - EIGRP, EX - EIGRP external, © - OSPF, -
GigabitEthernet0/1 152.168.11.1 YES manual up B IX - OSPF inter area =
Seriald/0/0 209.165.200.225 YEE manual up N1 - OSFF N35A external type 1, N2 - O3PF HNSSA external type 2
Serial0d/0/1 unassigned YE3 WNVRAM administratively ddg El - OSPF external type 1, E2Z - OSPF external type 2, E - EGP |
Vlanl unassigned YE3 WNVRAM administratively ddg | i - I5-13, L1 - IS-I3 lewel-1,
R1# 12 - I3-I8 level-2, 1a - IS-I8 inter area
Rl#ping 209.165.200.226 * — pandidate default, U - per-user static route, o - ODR
F - periodic downlcaded static route
Type escape seguence to abort.
Goeeliwe S A DA-lboste TORPL Pleboe se D05 1EE SGG TS j:. Gateway of last resort is not set
«| i _ » -




6.4.2.2 Verify Interface Configuration

Other interface verification commands
iInclude:

show ip route - Displays the contents of
the IPv4 routing table stored in RAM.

show interfaces - Displays statistics for
all interfaces on the device.

show ip interface - Displays the IPv4
statistics for all interfaces on a router.



6.4.3.1 Default Gateway for a Host

Pinging a Local Host

192.168.10.0/24

p—
= p—
—_—

———

192.168.11.0/24

G0/0

M_‘p“'
—

R1
GO

Pinging a Remote Host

192.168.10.0/24

192.168.11.0/24



6.4.3.2 Default Gateway for a Switch

51#show running-config
Building configuration...

r

<putput omitted=

service password-encrvption
r

haostname 51

I

Inferface Vianl

ip addres=s 192.168.10.50

I

ip default-gateway 152.168.10.1
<gutput omitted=

192.168.10.0/24 192.168.11.0/24

If the default gateway was not configured on S1, response packets from S1 would not be
able to reach the administrator at 192.168.11.10. The administrator would not be able to
manage the device remotely.

Configuring a Switch Default Gateway

Enter global configuration and configure *192.168.10.1" as the default gateway for S51.

S1# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.

S1(config)# ip default-gateway 192.168.10.1

51{Canig}#
You successfully configured the default gateway on a switch.




6.4.3.3 Packet Tracer - Connect a Router to a LAN
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6.4.3.4 Packet Tracer - Troubleshooting Default Gateway Issues
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6.5.1.1 Class Activity - Can You Read This Map?

Destination Host
172.16.236.101

Eabeuay of last resort is 17Z_16.3.1 to network
00,0

=5 172.17,0.0/18 [1/0] wvia 172,.16.3.1

172.16.0.0/16 i=s wariably sohnetted, 4
lmuhnets, 2 masks

5 172,16.236.0/24 [1/0) wia 172.18.32.1
5 172,16.0.0/16 [1/0] wia 172,16.3.1 172.16.236.024
i 172,16.1.0/24 is directly conneoted,
FastEthecn=t0/0
ic 172,16.23.0/24 is directly connscted,
FastEtharn=t0,/1
172.22.0.0/34 iz subpstted, 1 subnets 17217.0.018

= 172.22.1.0 [1/0) via 172.16.1.1
i 0. 0.8,0/0 [1/0] wia I72,16.3.1

L

172.18.3.1

Source Host
172.16.1.101

1722210724

The routing table of a router stores information about
directly-connected routes and remote routes.



6.5.1.2 Lab - Building a Switch and Router Network




6.5.1.3 Packet Tracer - Skills Integration Challenge
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6.5.1.4 Chapter 6: Network Layer
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Thank you for your attention!






