
9.0.1 Introduction

• Describe the evolution 

of Ethernet

• Explain the fields of the 

Ethernet Frame

• Describe the function 

and characteristics of 

the media access 

control method used by 

Ethernet protocol

• Describe the Physical 

and Data Link layer 

features of Ethernet

• Compare and contrast 

Ethernet hubs and 

switches

• Explain the Address 

Resolution Protocol 

(ARP)



9.1.1 Ethernet Standards



9.1.2 Ethernet Layer 1 and Layer 2



9.1.3 Logical Link Control – Connecting to Upper Layers

802.2



9.1.4 MAC – Getting Data to the Media

Media Access Control is implemented by hardware, 

typically in the computer Network Interface Card (NIC).



9.1.5 Physical Implementation – of Ethernet

The success of 

Ethernet is due 

to the following 

factors:

• Simplicity and 

ease of 

maintenance 

• Ability to 

incorporate new 

technologies 

• Reliability 

• Low cost of 

installation and 

upgrade



9.1.5 Physical Implementation – of Ethernet

10BASE 2



9.1.5 Physical Implementation – of Ethernet



9.2.1 Historic Ethernet



9.2.1 Historic Ethernet



9.2.2 Ethernet Collision Management

Switches can control the flow of data by isolating each port and sending a frame 

only to its proper destination (if the destination is known), rather than send every 

frame to every device



9.2.3 Moving to 1Gbps and Beyond



9.2.3 Moving to 1Gbps and Beyond

Blurring of the distinction 

between LANs and WANs



9.3.1 The Frame – Encapsulating the Packet

The IEEE 802.3ac standard, released in 1998, extended the maximum allowable 

frame size to 1522 bytes. The frame size was increased to accommodate a 

technology called Virtual Local Area Network (VLAN). VLANs are created within a 

switched network and will be presented in a later course.



9.3. Encapsulating the Packet



9.3.1 Encapsulating the Packet



9.3.2 The Ethernet MAC Address



9.3.2 The Ethernet MAC Address



9.3.3 Hexadecimal Numbering and Addressing



9.3.3 Hexadecimal Numbering and Addressing



Only need 4 Hex positions:

4096 256 16 1





Add more hex conversions



9.3.4 Another Layer of Addressing



9.3.5 Ethernet Unicast, Multicast and Broadcast

A unicast MAC address is the unique address used when a frame is sent 

from a single transmitting device to single destination device.



9.3.5 Ethernet Unicast, Multicast and Broadcast

On Ethernet networks, the broadcast MAC address is 48 ones displayed as 

Hexadecimal FF-FF-FF-FF-FF-FF. 



9.3.5 Ethernet Unicast, Multicast and Broadcast

Multicast addresses allow a source device to send a packet to a group of 

devices

The range of 

multicast addresses 

is from 224.0.0.0 to 

239.255.255.255.



9.4.1 Media Access Control in Ethernet



9.4.2 CSMA/CD Process

Carrier Sense

• Listen before transmitting

• If a signal is detected, 

wait

• If no traffic detected, 

transmit 

• After message is sent 

return to listening mode

Multiple Access

• Latency on the 

network may 

prevent each device 

from detecting a 

collision

• Multiple devices 

may then transmit

Collision Domain

• Data is destroyed

• Live voltage 

increases

• Cards send a jam 

signal

• Network cards back-

off and wait



9.4.2 CSMA/CD Process



9.4.2 CSMA/CD Process



9.4.3 Ethernet Timing



9.4.3 Ethernet Timing

Speeds of 10 Mbps and 

slower are asynchronous

Throughput of 100 Mbps and 

higher are synchronous. 



Slot Time

SLOT TIME

The length of time that a transmitting station waits before 

attempting to retransmit following a collision. 

Slot time is calculated assuming maximum cable lengths 

on the largest legal network architecture. 

The minimum spacing between two non-colliding frames 

is also called the interframe spacing. This is measured 

from the last bit of the FCS field of the first frame to the 

first bit of the preamble of the second frame 

http://www.atis.org/tg2k/_time.html


9.4.3 Ethernet Timing

The period of time required for a bit to be placed and sensed on the media is 

called the bit time.

The longer the cable the longer the bit time 

(time it takes the receiving device to sense bits from sending computer)

For CSMA/CD Ethernet to operate, the sending device must become aware of a 

collision before it has completed transmission of the entire packet

Slot time for 10- and 100-Mbps Ethernet is 512 bit times, or 64 octets. Slot time for 

1000-Mbps Ethernet is 4096 bit times, or 512 octets.

The 512-bit slot time establishes the minimum size of an Ethernet frame as 64 

bytes. Any frame less than 64 bytes in length is considered a  "runt frame"



9.4.4 Interframe Spacing



9.4.4 Interframe Spacing and Back-off



9.4.4 Interframe Spacing and Back-off



9.5.1 Overview of Ethernet Physical Layer



9.5.2 10 and 100 Mbps Ethernet



9.5.2 10 and 100 Mbps Ethernet



9.5.3 1000 Mbps Ethernet

The fiber versions of Gigabit Ethernet - 1000BASE-SX and 1000BASE-LX -

offer the following advantages over UTP: noise immunity, small physical size, 

and increased unrepeated distances and bandwidth. 



9.5.4 Ethernet Future Options



9.6.1 Legacy Ethernet Using Hubs



9.6.2 Ethernet – Using Switches



9.6.2 Ethernet – Using Switches



9.6.2 Ethernet – Using Switches



9.6.3 Switches – Selective Forwarding



9.6.3 Switches – Selective Forwarding

Store, Check 

for errors, 

then 

Forward



9.6.3 Switches – Selective Forwarding

Ethernet LAN switches use five basic 

operations: 

Learning 

Aging 

Flooding 

Selective Forwarding 

Filtering





9.7.1 The ARP Process – Mapping IP to MAC Addresses



9.7.2 The ARP Process – Destination Outside the Local Network



9.7.2 The ARP Process – Destination Outside the Local Network

As shown in 

the figure, Host 

A has been 

improperly 

configured with 

a /16 subnet 

mask. This 

host believes 

that it is 

directly 

connected to 

all of the 

172.16.0.0 /16 

network 

instead of to 

the 

172.16.10.0 

/24 subnet



9.7.3 The ARP Process – Removing the Mappings



9.7.4 ARP Broadcast Issues



9.9.1 Summary and Review








